
Hypotheses

1 Single population - One sample tests (Ch9)
• Whether the mean of life-time length of human is 80 years;

2 Two populations - Two sample tests (Ch10)
• Whether the new drug is more effective than the classical

treatment.

3 Multiple populations - ANOVA (Ch11)
• Are the four flavors of the ice-cream equally popular ? (Death

By Chocolate, Peachy Paterno, Vanilla, Coffee Mocha Fudge)
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1 For Normal population N(µ, 0.52), if you have two options :
µ = −5 and µ = 5. The data you collected:
−4.5,−5.5,−5.1,−3.9,−6.1,−6.5,−5.3,−4.9,−4.7,−5.1.
Which value of µ will you choose?

2 However, if the data you collected were :
4.5, 5.1, 5.3, 4.9, 6.1, 5.5, 4.6, 4.7, 5.7, 6.3 and you want to
know whether µ > 5.
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Video: Clinical Trials - from Company through FDA to Patient
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https://www.youtube.com/watch?v=qiEnhCmaATA


Rhizoma Coptidis
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Out starting point is when you have the data, however, there are
lots of stories about how to design the experiments to collect data.
Sometimes, they’re even harder than performing the tests itself.

In these three chapter, imagine that you would like to perform
some testing procedures. The best motivation is when you want to
need it!

Some extra for these chapters, you should be able to read software
outputs for various tests.

Recommend readings ....
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One sample z-test output from R
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Ch9: Tests of Hypotheses Based on a single sample

9.1 Hypotheses and Test Procedures

9.2 Tests About a Population Mean

• Let n denote the sample size.

σ known σ unknown

Normal n does not matter under n is small
General under n is large

9.3 Tests Concerning a Population Proportion
• Large sample tests and small sample tests

9.4 P-values
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Elementary Procedure:

1 A hypothesis (assumption, statement) is given;

2 A testing procedure will be conducted to reject / fail to reject
the hypothesis;

As you may expect,

1 the hypothesis is about the population;

2 the testing procedure is based on the sample;

So nothing is deterministic !
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Statistical Hypothesis

Statistical Hypothesis is a claim about the value of a parameter
or about the value of several parameters, or about the entire
probability distribution. There are two contradicting hypotheses:

• The null hypothesis

• The alternative hypothesis
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Statistical Hypothesis

• The null hypothesis, represented by H0, is a statement that
there is nothing happening. The specific null hypothesis varies
from problem to problem, but generally it can be thought of
as the status quo, or no relationship, or no difference. In most
situations, the researcher hopes to disprove or reject the null
hypothesis.

• The alternative hypothesis, represented by H1 or Ha, is a
statement that something is happening. In most situations,
this hypothesis is what the researcher hopes to prove. It may
be a statement that the assumed status quo is false, or that
there is a relationship, or that there is a difference.

Mind on Statistics, 3rd, P497
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Step 1: State the hypotheses
• Identify the parameter of interest
• State the H0

• State the H1

Rules:

• H0
• Status quo, or no relationship, or no difference.
• In most situations, the researcher hopes to disprove or reject

the null hypothesis.
• ”=” always goes with H0

• H1

• The assumed status quo is false, or that there is a relationship,
or that there is a difference.

• In most situations, this hypothesis is what the researcher hopes
to prove.

• never use ”=” or ”≤”, ”≥”

• H0 and H1 should be contradicting.
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Example

The drying time of a type of paint under specified test conditions
is known to be normally distributed with mean value 75 min and
standard deviation 9 min. Chemists have proposed a new additive
designed to decrease average drying time. It is believed that drying
times with this additive will remain normally distributed with
σ = 9.

• H0 : µ = 75

• Ha : µ < 75 (one-sided test)
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Step 2: Select test statistics T (X1, . . . ,Xn)

Definition

Test statistic is the function of sample data on which the decision
whether to reject or not the null hypothesis will be based

Important: When you select a test statistic, you should be able to
determine its sampling distribution under the null hypothesis.

Example(cont.)
Since we are interested in µ, it’s very natural that our test
statistics involve with X̄ .
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Step3 : Get its corresponding null distribution for T . That
is the distribution of T under H0

Example(cont.)

In our example, we already know that the data is normally
distributed with standard deviation 9. Hence, under H0 : µ = 75,
we can completely determine the distribution that
Xi ∼ N(µ = 75, σ = 9).

Hence, under the H0 : µ = 75, we have X̄ ∼ N(75, σ = 9/
√

n).
Assume, out sample size n = 25, then σ = 9/

√
25 = 1.8
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Step 4: Determine the rejection/critical region C (or
calculate the p-value)

Definition

Rejection region is a set of values of the test statistic for which
the null hypothesis will be rejected.

Example(cont.) In our example, a reasonable rejection region has
the form x̄ ≤ c , where the cutoff value c is suitably chosen.

To see how to choose a critical value, we have to introduce two
types of errors first.
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Type I and Type II error

Type I error = P( Reject H0|H0 is true)

• Probability of rejecting the null hypothesis when it is true

• It is also called the size of the test

• It is denoted with α

Type II error = P(Fail to reject H0|H0 is false)

• Probability of not rejecting the null hypothesis when it is false

• It is denoted by β.

Power = 1 - Type II error
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Proposition

Suppose an experiment and a sample size are fixed and a test
statistic is chosen. Then decreasing the size of the rejection region
to obtain a smaller value of α results in a larger value of β for any
particular parameter value consistent with Hα.
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Therefore, This proposition says that once the test statistic and n
are fixed, there is no rejection region that will simultaneously make
both α and β small. A region must be chosen to effect a
compromise between α and β.

Because of the suggested guidelines for specifying H0 and Ha, a
type I error is usually more serious than a type II error. Therefore,
we specify the largest value of α that can be tolerated and find a
rejection region accordingly.

Usually, α is chosen to be 0.1, 0.05 and 0.01.
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For our examples, take α = 0.05.
Let’s see two examples:

1 Given c = 70.8, calculate the type I error and type II error.

2 Obtain c to make α = 0.05.
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1 Given c = 70.8, calculate the type I error and type II error.

• Type I error α should be calculate given H0 : µ = 75 is true.
Hence, by Step 3, we have X̄ ∼ N(75, σ = 1.8).

Modern Mathematical Statistics with Applications, 2rd, P431
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• Type II error β should be calculate alternative µ.

(a) If true µ = 72,

Modern Mathematical Statistics with Applications, 2rd, P431
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• Type II error β should be calculate alternative µ.

(b) If true µ = 70,

Modern Mathematical Statistics with Applications, 2rd, P431
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2 Obtain c to make α = 0.05.

α = P(make type I error) = P( Reject H0|H0 is true)

= P(X̄ < c |X̄ ∼ N(75, σ = 1.8))

= P(
X̄ − 75

1.8
<

c − 75

1.8
) = P(Z <

c − 75

1.8
) = α = 0.05

Hence, c−75
1.8 = z0.95 = −1.645→ c = 72.039
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Step 5: Make a decision

Recall: in our example,

• H0 : µ = 75

• Ha : µ < 75 (one-sided test)

1 If the sample value of T falls in reject region C , we reject H0.
You can state :

• ”There is evidence / The data supports that µ < 75 at the
significance level α”

2 Otherwise we fail to reject H0. You can state:

• ”There is not adequate support to the conclusion at the
significance level α ”

• ”There is not enough evidence to reject the null that µ = 75.
at the significance level α ”
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Summary: The Procedure of Hypotheses Testing

In the hw or exams, Please specify the five steps explicitly.

Step 1: State the hypotheses

Step 2: Select test statistics T (X1, . . . ,Xn)

Step 3: Get its corresponding null distribution for T . That is the
distribution of T under H0

Step 4: Determine the rejection/critical region C (or calculate the
p-value)

Step 5: Make a decision : If the sample value of T does fall in reject
region C , we reject H0; otherwise we fail to reject H0.
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Summary of our example
[Example 9.2] The drying time of a type of paint under specified
test conditions is known to be normally distributed with mean
value 75 min and standard deviation 9 min. Chemists have
proposed a new additive designed to decrease average drying time.
It is believed that drying times with this additive will remain
normally distributed with σ = 9.

Step 1: State the hypotheses:

• H0 : µ = 75
• Ha : µ < 75 (one-sided test)

Step 2: Select test statistics T (X1, . . . ,Xn)
• X̄

Step 3: Get its corresponding null distribution for T . That is the
distribution of T under H0

• under the H0 : µ = 75, we have X̄ ∼ N(75, σ = 9/
√

n).
Assume, out sample size n = 25, then σ = 9/

√
25 = 1.8
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Summary of our example (cont.)

Step 4: Determine the rejection/critical region C
• first fix Type I error α = 0.05

α = PP( Reject H0|H0 is true) = P(X̄ < c |X̄ ∼ N(75, σ = 1.8))

= P(
X̄ − 75

1.8
<

c − 75

1.8
) = P(Z <

c − 75

1.8
) = α = 0.05

Hence, c−75
1.8 = z0.95 = −1.645→ c = 72.039. Until now, we

can write down our rejection region {x̄ < 72.039}.
Step 5: Make a decision : If the sample value of T falls in reject

region C , we reject H0; otherwise we fail to reject H0.
• If x̄ = 70, then it falls in the rejection region. There is

evidence that µ < 75 at the significance level 0.05.
• If x̄ = 79, then it does not fall in the rejection region. There is

not enough evidence to reject the null that µ = 75 at the
significance level α.
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